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Background: Jessica, a diligent third-year student majoring in Computer Science at University X, had consistently maintained a strong academic record. As a member of the university’s honor society, she was well-regarded by her peers and professors for her dedication and integrity. However, during her spring semester, Jessica faced a series of personal challenges that significantly impacted her ability to keep up with coursework.

Struggling to balance her studies with her personal life, Jessica found herself overwhelmed, particularly in her Advanced Algorithms course. The pressure to maintain her GPA and uphold her reputation as a top student led her to explore alternative methods of completing her assignments. It was then that she discovered an AI-based tool that promised to generate high-quality code for complex algorithmic problems.
The Incident: The final project for Jessica’s Advanced Algorithms course was a significant portion of her grade. The assignment required students to develop an original algorithm to solve a given problem, write a detailed report explaining the logic and efficiency of the algorithm, and present their findings in class.
Pressed for time and under immense stress, Jessica decided to use the AI tool to generate the code for her project. She rationalized her decision by telling herself that she would carefully review and understand the AI-generated code before submitting it. However, as the deadline approached, she realized she didn’t fully comprehend the intricacies of the code. Despite her reservations, she submitted the project with minor edits, hoping it would go unnoticed.
When Jessica presented her work to the class, her professor, Dr. Thompson, noticed inconsistencies between her explanation and the code. The algorithm, though functional, was overly complex for a student at her level, and certain elements lacked the logical flow typical of her previous work. Suspicious, Dr. Thompson decided to run the code through the university’s plagiarism detection software, which had recently been updated to include AI-generated content detection. The software flagged significant portions of Jessica’s code as potentially AI-generated.
The Consequences: Confronted with the evidence, Jessica confessed to using the AI tool. The university’s academic integrity policy was clear: submitting work that is not one’s own, whether plagiarized or generated by an AI, constitutes a serious violation. Jessica was referred to the academic integrity board, where she faced severe consequences. Her final project was given a failing grade, which significantly lowered her overall course grade, and she was placed on academic probation. The incident also led to her suspension from the honor society.
Beyond the immediate academic penalties, Jessica’s reputation suffered. Her peers, who once admired her, began to distance themselves, and she experienced feelings of guilt and shame. The misuse of AI not only jeopardized her academic standing but also had a profound impact on her mental health and future career prospects.


The above case study was generated by ChatGPT 3.
Implications of Using AI in Higher Education
Artificial Intelligence (AI) has the capacity for creating and building upon existing personalized experiences, designing efficient frameworks and strengthening effectiveness of affordances of technology. AI’s ability in processing large data provides insights on trends in students’ behaviors while learning, and as a result can suggest personalizations that may enhance faculty’s pedagogical practices to design customized learning experiences that are relevant to meet the needs of their students.  To that end tools such as chatbots and adaptive learning systems are instrumental in strengthening student engagement by continually adjusting the speed and level of challenge of the content by evaluating students’ engagement. In addition, the ability to provide just in time feedback, identifying areas that are challenging and require attention and standard queries on class policies are helpful for enhancing students’ learning and engagement with the content. For faculty, AI can assist with automated grading, managing student gradebook, communications and setting up time to meet with students. This facilitates faculty to spend more time on ensuring that the learning experience is personalized to meet the students’ academic levels. 

 AI is considered disruptive by society, as the speed at which the technology is developing and broadening its scope is faster than the rate at which those involved in development of the technology can develop guidelines for its usage. This poses a challenge in the field of higher education- specially to faculty, students and universities as they do not have adequate time needed to parse out ways by which AI can be integrated within teaching and learning ethically. The focus on ensuring ethical integration is warranted by its pervasive adoption. While AI has the potential to enrich learning experiences, ethically it is imperative that such experiences are inclusive and unbiased. 

The focus of this chapter is to explore applications of AI from the lenses of students and higher education institutes (consisting of faculty and school administrators). The first section navigates ethical challenges posed by application of AI powered tools in higher educational institutes, specifically with a focus on biases and surveillance in AI algorithms, impact on decision making for college admissions, grading and data privacy. Complementing ethical concerns of higher education institutes using AI, the second half of the chapter sheds light on the impact of AI powered tools on students’ academic integrity.
Ethical Challenges of Using AI in Higher Education 

eLearning or electronic learning is defined as any learning that takes place on a digital platform. While eLearning is a relatively modern concept, distance education in the1950s originates from the usage of slide projectors and television to aid in teaching. BF Skinner in 1954 invented the ‘teaching machine’ that made it possible for students to receive programmed instructions. This was followed by the creation of University of Illinois’s PLATO (Programmed Logic for Automated Teaching Operations) the world’s first computer based training program. While the intent of early online learning systems was to distribute information to students, by the 1970s, online learning became more interactive. 

Successively, with the advent of personal computing and the internet in the 1980s and 1990s, affordances of eLearning tools expanded. Virtual learning environments empowered students to access information virtually, thereby facilitating learning processes to extend beyond the walls of the classroom. Universities now offer online courses and degree programs to accommodate the needs of busy adult students. eLearning affords discourse (through videoconferencing, webinars, chats, podcasts) between teachers and their students, who are registered to take classes, at times across the globe. However, beyond the numerous benefits that are offered by eLearning, there are risks related to students’ privacy, security and ethical considerations that need to be considered (Etambakonga, 2021). Specifically, research indicates that equity, quality of academic program, academic integrity and surveillance are primary concerns (Reamer, 2013).

Building upon existing eLearning, the scope of AI technologies in education has significantly impacted traditional teaching and learning practices For instance, chatbots offer students individualized teaching support (Chocarro et al., 2021; Nye, 2015; Smutny & Schreiberova, 2020, Yang & Evans, 2019) and feedback (Dawson et al, 2018). AI can be used for automated grading and formative assessments (Dumelle, 2020; Hsu et al., 2021). In addition, AI has the ability to generate virtual reality environments that afford opportunities for students to practice and refine skills, such as language learning (Hannan & Liu, 2021; Luan et al., 2020; McKenzie, 2018) or surgical procedures (Fazlollahi et al, 2022). 

In short, AI primarily has two capabilities- generative i.e. creating personalized learning paths, intelligent tutoring systems, content generation tools and predictive i.e. to be able to provide real time learning analytics and feedback, real-time intervention and support and engage in data-assisted curriculum design- to list a few functionalities. AI is able to engage in these processes based on the data that it has been trained upon. 

The upcoming sections will explore ethical concerns about using AI tools that may have biases within the data set it was trained upon. that arise on using data that have existing biases

Ethical Concerns About Biases and Surveillance in AI Algorithms


The basic premise of AI algorithms is that the accuracy of the content that it produces is largely dependent on the data it is trained on. If there is a possibility that the data is biased on incomplete, it is likely that these biases will be reproduced and advocated. This in turn could result in the learning experiences not being equitable or inclusive. The hazardous outcome of these inconsistencies is not evenly shared amongst the student population. As an illustration, a study conducted by Yoder-Himes et al (2022), reviewed the outputs of a widely adopted automated proctoring-software that was used to evaluate the likeliness of students’ needing additional review and guidance by instructors- on the basis of students’ race, skin color or gender. Findings indicated that students with darker skin tones and black students would be more likely to be singled out as requiring instructors’ review -owing to the possibility of cheating- as compared to fellow students with lighter skin tones. More importantly, findings of the study proposed that there was an implicit bias towards female students with darker skin tones to be more likely to be identified as needing review- in comparison to male students with darker skin tones and female students with lighter skin tones. The study is important as it highlights ethical concerns related to use of AI technology such as online proctoring, that make decisions that impact education, equity and social justice, on the basis of students’ race and gender.

 AI powered tools for student device tracking, predictive policing and facial recognition are not an unfamiliar concept in schools. A recent survey by the Center for Democracy & Technology (2023), on middle and high school parents and teachers, reports that over 88% school districts use student device monitoring, 33% use facial recognition and 38% share student data with law enforcement. The intent of AI surveillance, as promoted by software companies that develop them, is to assist schools to support their students’ mental health. This implies that algorithms are designed to collect data on students’ online activities. As an illustration, for close to a decade, 37 universities have relied upon AI powered tools such as Social Sentinel to support students’ mental health by collecting information on their (students’) activities from their social media posts (Sen & Bennett, 2022). The intent for this surveillance is noble i.e. to identify students in crisis (who may be at risk or engage in self-harm or violence) and notify administrators. However, some universities have used the service to track students who may be involved in protests by scavenging their social media sites. For example, during demonstrations at a confederate statue at UNC-Chapel Hill, Social Sentinel found students’ social media posts related to the protest, by looking for specific keywords and thereby identified students who either participated or supported the incident. Similarly, Social Sentinel reported that a cheerleader at North Carolina A&T alleged that the school mishandled her rape complaint through her social media posts.

 AI surveillance can be helpful to enhance security by preventing criminal activities and alerting site managers of potential threats. However, it is critical to ensure that students’ right to privacy are not violated in the process. A key ethical concern for using AI for surveillance is the potential for discrimination and bias. For many low-income and minority students, school-sponsored computers are the only means by which they are able to engage and participate in online activities. Knowing that there are AI powered algorithms that track and flag their online activities instill a sense of fear of being criminalized (Sampath & Syed, 2023) and impact students’ freedom of expression. 6 in 10 students are hesitant to express their opinions online as they are unaware of the extent to which sensitive information stored on their computer may be viewed by others outside of the school district (Madrigal, 2021). A primary cause for concern is that their personal information and history of web searches on controversial and political topics (such as gun control, abortion, homosexuality) and mental health has the potential to be shared publicly without their consent. Cyber threats or cyber attacks, a reality in today’s world, have gravely damaging consequences on individuals. Such attacks are in the form of computer viruses, data breaches and disruption of service threats. Hackers have the potential to gain unauthorized access to a database, corrupt data and steal personal information. 

The term ‘surveillance capitalism’ succinctly coined by Zuboff (2020), describes how AI powered tools capture massive amounts of user data by enabling machine learning algorithms to have access to student experiences. Students themselves are unable to protect rights to their privacy if they are expected to use the in-built tools as part of course requirements. For instance, when students sign up for Piazza (an external tool integrated within learning management systems, to facilitate collaboration between students and instructors through a question and answer discussion board), their data is being shared with third-party vendors looking for candidates to fulfill job postings. Thus, the onus of ensuring students’ privacy falls on the higher education institution. Student leaders from Encode Justice, a global youth centered coalition geared to promote human-centered AI, posit that youth are at a stage where they are desensitized to mass surveillance (Sampath & Syed, 2023). They consider AI powered surveillance a threat to their individual autonomy as they are compelled to limit their choices and conform to expected societal behaviors and norms which may impact their creativity and growth.
To reduce the risk of violation of privacy and surveillance, Swartz & McElroy (2023) suggest that students, faculty and staff be key stakeholders when deciding on which AI led tools are to be integrated as part of the learning experience. This will give them autonomy and knowledge of the extent to which their data will be used by external vendors. Faculty can be encouraged to revise their syllabus to commit to transparency, about the kinds of student data that the AI powered tools they mandate in class collect.
Ethics of Using AI to Manage Students’ Data 


Universities collect personal and academic information about their students. These data points include demographic information (gender, ethnicity, socio economic backgrounds) and academic information (grades by semester across courses and schools, data analytics on their activities within course shells- time spent on specific pages, assignment submission regularity etc.). There is also potential to capture a more granular level of information about students’ activities on campus (such as the frequency of badge swipes to access libraries, academic buildings, student centers, dining halls etc.).  

Usage of AI to manage this data has potential for data breaches and misuse. Universities need to consider multiple approaches to ensure privacy of students’ data. First, they must adhere to data protection laws, such as HIPAA, that ensures confidentiality, secure storage and usage of data only for educational purposes. It is critical to train AI powered tools to strictly follow established protocols. Second, there needs to be transparency in terms of keeping students aware of the ways that AI is gathering and using their data and guidelines that exist to safeguard their information. 

Experts, such as Balaban (2024) recommend that all sensitive data be encrypted using robust algorithms so that it is unreadable if it happens to reach the hands of unauthorized users. This includes frequent data backup and testing of restoration procedures. He strongly advises strengthening authentication strategies to prohibit unauthorized access to AI tools that store student data. In addition, he cautions that AI powered tools also have potential to be attacked by malware attacks. These can be mitigated by ensuring that all operating systems are updated with the latest security patches. Given that AI powered tools are trained on datasets, it is critical to keep a close eye on abnormalities, inconsistencies and ensure that there is representation of diversity to reduce bias in outcomes.  
Ethics of Using AI for Automating College Admissions 
The presence of chatbots on university websites to answer frequently asked questions by applicants has become common practice (Anonymous, 2024). In addition, chatbots review students' profiles to provide personalized guidance and reminder for application deadlines (Evaristo, 2023). The intent behind using such tools is to free admissions staff's time to focus on other aspects of applicants' submissions.


However, the influence of AI in the admissions process extends beyond answering routine questions about the university. Schools such as North Carolina State University make use of Sia, an AI tool to process college transcripts by gathering information on students’ coursework and college transfer credits (Evaristo, 2023). A study by Intelligent.com (2023) reports that out of the 346 participating institutions, 87% report that they use AI to influence their final decisions for admissions- 43% using it sometimes and 44% always. Institutions have used AI to review letters of recommendations, transcripts and communicate with applicants. This report shares Diane Gayeski’s, professor of Communications at Ithaca College, views that “AI can look at the number of extracurriculars. It can figure out whether you're a captain of your team or the president of the honor society. The technology can take the rubrics given to an admissions reader and give them to AI.” In addition, Dr. Gayeski champions AI powered review software as it ignores students’ demographic data, such as age, socio economic background, the zip code they live in or even their name, thereby eliminating the possibility of any bias. However, 65% of admissions professionals who were a part of the survey by Intelligent.com expressed ethical concerns over the use of AI. They were perturbed that the entire admissions process would be devoid of the lack of human consideration of specific or special circumstances that may impact students’ applications. 

In addition, several higher education institutions have concerns that AI may contribute towards existing biases during the application process as opposed to mitigating it. University of Texas at Austin reported using an AI tool, for selection of its PhD candidates, that the institution had created. Using AI as part of their admissions process led them to conclude that the selected applicant pool was representative of the student demographic that had historically been a part of the institutions. As a result, the AI tool was successful in reducing human bias, but unsuccessful in ignoring existing biases in the LLM training data. 

Ethics of Using AI for Grading

AI powered assignment grading has helped automate a range of student evaluations- multiple choice questions, short answers, essays and problem-solving written responses. In the case of multiple choice questions, AI led evaluation systems are trained to review the data set i.e. student responses for correct responses from the grading rubric.  Natural language processing technology has the ability to make the grading process automated by reviewing students’ work for detecting errors and is trained on identifying argument structures (Fu et al., 2018). Machine learning algorithms are designed to analyze student data and develop models for grading based on continued analysis- thereby making it accurate over a period of time. 

The process of repeated evaluations trains AI systems to assess new student data/responses against existing rubrics. This is advantageous for students as they have the opportunity to review their evaluation outcomes faster than it may have taken their instructors to grade their work and would be free from instructors’ biases and opinions. 
 
However, using AI to grade assignments questions the validity of the design of the instrument itself to be free from biases of the humans who created them (Yang, 2022). Silverstrone & Rubman (2024) from MIT Sloan School of Management illustrate this point by sharing that AI tools that have been trained on business plans from male-led startups in specific industries, unintentionally are not favorable to business plans that are directed to fulfill gaps in markets catering to women, non-binary or other underrepresented genders. 

Arguments against the usage of AI grading tools caution faculty to consider the subscription cost of using such software, possible breach of privacy in terms of instructors’ and students’ demographic information- HIPAA violations, legal concerns of going against university’s grading policy and ethics of sharing student submissions without their consent and betraying students’ trust of expecting feedback from their instructor (Kumar, 2023).

Kelly (2024) shares from her discussions with faculty, such as Leslie Layne, from the University of Lynchburg, Virginia that there are several ethical violations in the process of using AI as a grading tool. First, is uploading students’ work to the LLM, thereby breaching their intellectual property. The cause for concern is that AI tools can potentially use student submissions as data to train their algorithms. Dorothy Leidner, a professor of Business Ethics at the University of Virginia cautions that this could be damaging for masters and doctoral students who aspire to publish their dissertation and contribute to their area of research. Second, it would be ethically incorrect if done so without students’ consent or awareness. It is essential for students that there is transparency in terms of which AI tools are being used to evaluate their submissions and a shared understanding of what content will be uploaded. Third, and possibly most important ethical violation is the intent of using AI as a grading tool- for declarative knowledge (that has a single correct or incorrect response) or as a substitute when there is a requirement for personalized feedback to guide students’ understanding, creativity and progress over time. For parents and students, it raises concerns of investing time and large sums of money in terms of tuition, for feedback loops that are AI generated and AI graded. 
Academic Integrity in Higher Education Under the Lens of AI 
The International Society of Academic Integrity (2021) defines academic integrity as a promise to uphold honesty, fairness, respect, responsibility and courage. The intent of upholding these critical facets is to create a learning environment where credibility, ethical decision making capacities and values are cornerstones to building a culture of integrity at the individual, classroom and university level. 
Guerrero-Dib, Portales & Heredia-Escorza (2020) emphasize that academic integrity extends beyond cheating, plagiarizing or copying, as a commitment to the learning process by using available resources ethically and making a genuine effort. However, the onus of maintaining academic integrity is not on students alone. It is imperative that higher education institutions enforce high quality pedagogical practices, curriculum development, research and clear guidelines for what counts as violation of academic integrity. 
From a learning perspective, violation of academic integrity shortchanges students’ opportunities to gain mastery over the content. This may be attributed to having assistive technologies assign grades without providing qualitative feedback on students’ work. Or if students’ submissions are not their own, they miss the opportunity for the instructor to give them guidance based on their level of comprehension and competence.
An immediate challenge to academic integrity has resulted from the impact of AI in the metamorphosis of traditional classrooms.  Assessments is an area that has been under scrutiny as the reliability of AI powered detection softwares to detect student submissions that may have been products of generative AI (such as texts, images, videos etc.) has not been completely accurate. 
Easy access to free versions of generative AI tools such as ChatGPT has made it possible for available technologies to be put to wrong use, such as plagiarism, perpetuating biases and inequity. Beyond the possibilities that it can be used in the learning process, a larger area of concern is the lack of establishment of shared understanding of ways that such technologies can be abused. Universities are in the process of developing and sharing comprehensive policies around the usage of AI led tools by faculty, staff and students. 
The focus of the following sections are to explore challenges to students’ academic integrity due to the presence of AI powered tools in their academic environments.
Impact on Academic Integrity in the Form of Plagiarism Due to AI Tools
Plagiarism is defined as an individual not giving credit to the source or copying someone else’s work and citing it as their own. From the perspective of building upon existing knowledge, the process of plagiarizing does not add value if the credibility and accuracy of the source is not verified.  
Those relying on large language models (LLM) to guide generation of content are faced with a similar dilemma. This is attributed to the fact that LLMs scour numerous online sources that they have been trained upon to construct a response to the user’s prompt. However, authenticity of the sources or content available in those sources have not been vetted. This phenomena, called hallucination, produces incorrect content or falsely creates data sources that do not exist. In the early 2000s, the term ‘hallucination’ was used in the field of computer vision to signify addition of a specific detail to an image. However, it underwent a transformation over the following decade to acquire a shared understanding of it signifying an incorrect or misleading output by AI systems (Maleki, Padmanabhan & Dutta, 2024).
 From a plagiarism perspective, this process of hallucination is akin to individuals not acknowledging, either the reliability or authenticity of their sources. As an illustration, Lane (2024) shares that Perplexity, an existing LLM, released a particular “story”, the day after the original article was published by Forbes magazine using similar wording, illustrations and phrases. Acknowledgement of Forbes, as a source was not present and visually not clearly attributed (besides a small F icon resembling the Forbes logo). This was followed by Perplexity releasing this story to its subscribers through multiple platforms- mobile, web & video. Next, they proceeded to outrank Forbes on a Google search on the topic that was the central theme of the article. As a consumer, one is led (mistakenly) to believe that Perplexity is the credible source of this news story. 
The most widely used application of generative AI in higher education is to produce outputs (in the form of texts, images, videos etc.) based on prompts that are provided to LLMs. This serves as a double edged sword, as while the onus of ethical use of the tool lies with the user, it is not the responsibility of the user if outputs of the tool itself are a result of biases that exist in the dataset that the tool is trained upon. The issue is exacerbated as there doesn’t appear to be a tacit understanding of what counts as ethical use of AI tools amongst users. 
To illustrate, technologies that serve as adaptive tools and help in predicting texts have been in existence since the 1980s. A device called Predictive Adaptive Lexicon (PAL) was designed as a communication aid and keyboard emulator (Swiffin, Arnot, Pickering & Newell, 2009). The basic premise of the tool was to reduce the number of key pushes or character selections needed while composing a text. PAL was able to complete words based on the user’s vocabulary, thereby reducing the number of character inputs necessary to enter any text which in turn led to saving the user’s time and effort.
Eventually, the adoption of such technologies gained a wider audience once it integrated with text messaging. Whereas once the technology was used as a tool to aid learning, subsequently it started being used to draft responses without the user having to engage in the process of thinking and crafting responses. This indicates that the purpose and intent of how the tool is used ,determines its outcomes of using the tool.
To be clear, merely the usage of AI tools does not necessarily imply dishonesty. For instance, students may be assigned to use tools such Grammarly or ChatGPT to produce working drafts of assignments to build upon and/or critique for accuracy. In such cases, the tool serves as a learning aid as it affords opportunities to use prior knowledge to make sense of new content (generated by the tool) . However, students need to be clear on the purpose of using AI powered tools i.e. to review and autocorrect original work (for example, possible errors in language and spelling) or if the intent is to use the tool to generate content (that may be in the form of audio, video, text or multimedia) that they would proceed to cite as their own original work.
Impact on Academic Integrity Due to Efficacy of AI Detection Tools
A survey of over 2000 students at 2 and 4-year public and private institutions in March, 2023 indicated that an alarmingly high percentage of students are willing to use generative AI to assist them with school work, even if there exists University mandated policies prohibiting them from doing so (Shaw et al., 2023). Faculty cite preventing students from cheating using AI tools as a primary instructional challenge and threat to academic integrity. To counter this problem, higher education institutions are turning to available plagiarism checking technologies.
In the beginning of 2023, OpenAI released its classifier tool that had been trained to identify AI generated text. The company cautioned that the tool be used in conjunction with other detection strategies and not serve as a standalone solution to determining whether a written piece of text is AI generated or written by a human. The company proceeded to fine tune the classifier based on data sets that compared human generated and AI-written texts on the same topic. However, in July, 2023 the classifier  ceased to exist for public usage due to low accuracy of detecting AI generated text (only 26%) and incorrectly identifying human-written text as AI generated (9%- false positive).  In their resources for educators, OpenAI continues to invite feedback from educators using ChatGPT in the classroom to strengthen their understanding of the capabilities and limitations of the tool. 
In comparison, for more than a quarter of a century, the company TurnItIn has carved a niche for being the industry leaders in supporting online higher education by detecting similarities (not plagiarism) between submitted student work to content in its database, available across the Internet, academic and other student papers. The purpose of their ‘Similarity Report’ is to generate a percentage that shares the extent to which submitted student work is similar to existing content. In April, 2023 TurnItIn expanded its core philosophy by releasing its latest tool intended to detect texts that have been generated using AI. The company boasts that the new tool detects texts generated by ChatGPT to 97% accuracy. The algorithm is based on a statistical measure that observes patterns in the text for variety. A higher percentage of idiosyncrasy indicates a higher likeness to being human generated. 
However, AIHumanizer.ai has challenged that it can bypass TurnItIn’s AI detection tool along with a host of other players in the market of AI detection (such as GPTZero, Originality.ai, ZeroGPT to name a few). It promises that it can rewrite AI generated texts by humanizing the content to appear unique and authentic. The company claims that their rewritten content has a low risk of being flagged as plagiarized by detection tools such as TurnItIn, Grammarly and Scribber. 
Beyond AIHumanizer, the efficacy of TurnItIn’s AI detection tool has not received favorable response from its users in higher education. As a result, several prestigious universities, such as Vanderbilt have questioned the trustworthiness of the tool and have discontinued its usage (Coley, 2023).
Students’ academic integrity is constantly challenged by easy access to generative AI. Technological advancements of tools, such as AIHumanizer.ai and GPTMinus1, that mimic their writing styles, potentially position students to have to make the conscious choice of putting in the hard labor themselves, or adopting practices that make it possible to accomplish assignment requirements quickly but may short circuit their learning. In addition, an abundance of YouTube videos and online tutorials focused on techniques to outdo AI detectors, ensure that knowledge of available resources to engage in plagiarizing spreads rapidly to a global audience (Nelson, 2023). 
Having AI companies invest resources in developing software that helps distinguish content created by LLMs (developed by them) and human writing, appears to be a logical strategy to address the problem. However, this is not likely to happen as it would be counter intuitive and challenge their corporate agenda of training natural language processors to mimic and simulate writing that is as close as possible to human responses (Alimardani & Jane, 2023). 
Impact on Academic Integrity Due to Human Biases Generated 
By AI tools
Inadvertently misclassifying student written prompts as AI generated is a cause for concern for students, specially marginalized, under-represented groups, people of color and non-native English speakers.  While analyzing content that was mistakenly flagged as AI generated, by AI detectors, researchers observed that a large number of such writings were by non-native English speakers (Liang, Yuksekgonul,  Mao, Wu & Zou, 2023). In the study conducted by Liang et al. (2023), researchers used an AI detection tool to determine the authenticity of essays that were part of a Chinese dataset and written as practice for taking the Taking of English as a Foreign Language (TOEFL) exam by Chinese students. As a point of comparison, an equal number of essays written by eighth grade students, part of the Hewlett Foundation ASAP dataset, were also evaluated by the same tool.  The researchers noted that the AI detector reported a high false negative rate (61.3%) of the TOEFL essays being AI generated. In comparison, it accurately identified all US student essays as being not AI generated. The cause for concern stems from the fact that non-native English writers, when communicating in English, demonstrate a lower level of grammatical variability and choice of vocabulary. This lowers their text perplexity (i.e. ease at which the generative AI model can predict the next set of words in a sentence) in comparison to native English speakers. This calls for cautioning against the use of low perplexity markers as a criteria for citing AI-generated texts. It is possible that this could unintentionally create biases against non-native English speakers. Overall, this draws attention to the potential of inequality that exists in embracing diversity within the academic community.
Another barrier that this bias illustrates is that AI outputs are not comprehensive to support students’ diverse cultural experiences and native languages spoken across the globe. This is a challenge when the intent is for students to be able to find their own voice. Laura Dumin, professor of English and director of the technical writing program at the University of Central Oklahoma fears that students who speak dialects of English, may feel inclined to sacrifice diversity in their writing to mimic the blanket text generated by AI (D'Agostino, 2023).
The issue of marginalization of non-native English speakers by AI detectors extends beyond texts produced by generative AI. Stereotypes propagated by AI generated images and videos expose and promote biases, sometimes unconscious, in people’s minds. For instance, AI generated images of women of color, are not a true representation of their projected physical attributes. In comparison, AI generated depictions of white women are closer in likeliness.  To counter such harmful outputs, some image generator tools do not allow users to enter specific keyword prompts (that have the propensity to be racial in nature), to be used to guide the image generation. However, this runs the risk of downplaying relative importance, experiences and perspective of minorities, in favor of dominance of the majority (Anonymous, 2023). This is potentially harmful in higher education as it questions the existence of diversity in representation of students and faculty within the university. 
 In the context of a communications classroom, researchers Hu & Kurylo (2024) analyzed outputs from Dall-E, Midjourney and Pika Art for the conventionalized nature of images generated by these platforms to showcase Asians. In the study, they highlighted the similarities between processes adopted by AI and human information processing (learning, perceiving, reproducing) to promote cliched perceptions. Their analysis of available AI generated images and videos shed light on the risks that are generated by AI in reproducing and spreading harmful stereotypes about historically marginalized groups and subsequent biases against them. Communications is a very human centered medium that has the potential to benefit heavily from the vast collection of AI generated imagery. As a result, it is critical that communication students and faculty are made aware of strategies to identify biases in AI generated images to prevent propagation of stereotypical notions about groups of people who are not a part of the mainstream culture.  
Accusation of cheating or use of unfair means to complete course requirements, existence of biases in media or propagating stereotypes has the potential to have a severe impact on students’ academic and professional lives. 
Conclusion
From the case study shared in the introduction section, it is evident that Jessica succumbed to the pressure of compromising her integrity to maintain her GPA. It reflects the rampant focus within academia on outcomes and not on the process of learning. AI provides an abundance of tools that are geared to strengthen one’s understanding of the content. However, misuse of the tools can have a severe impact on academic integrity. This incident emphasizes the possible challenges on ethics and academic integrity due to the easy accessibility to AI powered tools. 

Higher education institutes are poised to play a pivotal role in the advancement and integration of AI within their ecosystem. A key role that higher education institutes can play in the future would be to join forces with companies involved in creation of AI powered tools to support design and alignment with ethical standards (Diaz, 2024). This collaboration would be beneficial to develop software that are compliant with universities’ policies regarding effective use of student data- thereby reducing the possibility of generating biased and inaccurate content. 

AI brings both opportunities and challenges in the context of academic integrity. Importantly, it raises ethical questions, especially when it comes to privacy and surveillance. AI tools can support, but not replace, the work of teachers and administrators in promoting academic integrity. Ensuring honesty in academic work and minimizing cheating also relies heavily on creating a culture of integrity and setting clear expectations for ethical behavior. Higher education institutes need to direct attention to advance AI literacy to all their stakeholders (students, faculty, administration) about the potential risks and ethical usage of AI powered tools. This implies a focus on human-centric AI integration. Higher education institutes need to foster an environment where stakeholders feel empowered to be using AI tools for advancing their knowledge, engage in critical thinking and collaborate with each other.
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